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Abstract—We present a new class of on-demand routing pro- a digraph. These protocols include GB [6], LMR [4] , and
tocols called Split Label Routing (SLR). The protocols guarantee TORA [14]. GB and LMR operate by reversing the direction
loop-freedom at every instant by ensuring that node labels of certain links at each iteration of the algorithm. This is
are always in topological order, and thus induce a directed . o L
acyclic graph (DAG). The novel feature of SLR is that it uses realized b.y.aSSOCIat!I’lg an O_rdered pair;, i) to each node
a dense ordinal set with a strict partial order to label nodes. ¢ and defining a lexicographic total order on the label. The
For any two labels there is always some label in between them. destination has the minimum label. If a node is a local
This allows SLR to “insert” a node in to an existing DAG, minimum with respect to its neighbors, it does not have a path
without the need to relabel predecessors. SLR inherently provides 4, 1ha gestination. Such a node increases its label, reversing
multiple paths to destinations. We present a practical, finitely o . . -
dense implementation that uses a destination-controlled sequencesome or all of '_tS links, and the algorithm continues. The_ idea
number. The sequence number functions as a reset to nodebehind TORA is that a node that becomes a local minimum
ordering when no more label splits are possible. The sequencechooses a new label such that it becomes a global maximum.
number is changed only by the destination. Simulations show  Another class of on-demand loop-free protocols uses source
that our proposed protocol outperforms existing state-of-the-art routing. DSR [10] builds complete hop-by-hop routes at each
on-demand routing protocols. .

source node. Packet paths are inherently loop-free. DSR works
|. INTRODUCTION by broadcasting a route request over the network and recording

A wireless ad hoc network consists of nodes with raditie path of the packet. When a node with a path to the
network interfaces cooperatively relaying data without the aftestination receives the request, it can send a reply along the
of such fixed infrastructures as cell sites or base statiomgverse route. The reply contains the responding node’s path
Examples of ad hoc networks are laptops or PDAs withnd records its route back to the requesting node. Thus, the
wireless interfaces in a meeting room, or emergency resd@guesting node has the complete path.
workers rapidly establishing temporary networks. The routing A third class of on-demand loop-free protocols operate by
problem in a wireless ad hoc network is to find multi-hopnaintaining node labels in a topological order. AODV [15],
paths between sources and sinks of data. Because of &AM [17], and LDR [7] use such a technique. AODV
bility, unreliable channels, limited power, limited bandwidthmaintains a sequence number and hop-count per destination
and channel contention, routing protocols designed for wiredl each node. AODV’s use of sequence numbers is such that
networks exhibit poor performance over ad hoc networkghen a node looses its successor to a destination and increases
We present a new class of on-demand protocols designedtfeg stored sequence number to prevent loops, it generally
wireless ad hoc networks that is loop-free at every instant. becomes a local maximum in the topological ordering. ROAM

In our discussion of routing, we use the terpredecessor and LDR are based on DUAL [8].
andsuccessoin the context of an underlying directed acyclic The basis of DUAL is the concept of feasible distance (FD).
graph (DAG). At a node, for destinationj, the successors Each node keeps a FD for each known destination. The FD
of node: for j are those intermediary nodes along the pathacks the minimum distance ever known to the destination,
from 4 to 7, including 7. When used in the singular, “theand is thus a non-increasing function over time. To prevent
successor” ofi to j means the adjacent successor;db j. loops, a node may only use a successor whose reported
If using multiple paths per destination (called “multi-path”)distance is less than the stored FD. Because link costs are
“the successor” means collectively all such one-hop nodgmsitive, it would be impossible for a predecessor to have a
The predecessors affor j are those nodes that haveon smaller distance than the stored FD. One problem is how to
their successor paths th For loop-freedom, when a nodereset a node’s FD to a larger value so it may forget about old
picks a new successor for a destination, it must ensure thatpaihs and begin using a longer path, such as when a link fails.
predecessors are on that new successor path. DUAL implements a diffusing computation [5] over reliable

A class of on-demand routing protocols use “link reversatommunications to break potential loops and reset predecessor
algorithms that maintain a DAG by manipulating edges iRDs before a node may change successor to a longer path.
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this doubly bounded inequalityit is possible for nodey; to

Notation | . ; . > -
General SLR | set its feasible distance to any value in that bound without
L An ordinal set for labeling vertices. the possibility of creating loops or breaking the ordering that
./\E/ti me label of ”OId% f|°f a 9'Vg”.,d95t'r&at'0”- based prevents future loops. In specific, a node may independently
‘ reqeuen;r'mum abel of noda's predecessors based on @ gecrease its feasible distance to just above the maximum of
g The proposed new label for nodebased on a routing event. all successors’ reported feasible distance.
Si é\‘ ’:_Od‘t% the set of nodes used as successors to a given  The present work generalizes the concept of feasible dis-
estination. . L. . .
SRP Implementation | tance rogtlng to use a sub—d|V|s_|bIe feasible distance, such
S”f The sequence number @f as known at nodet. as a Iexmog_raphlcally sorted st_rlng or a subset_of th_e real
di  The measured distance from nodeto 7'. If all link costs numbers. This allows nodes to stitch together feasible distance
, el itisahop count orderings that maintain the doubly bounded inequality using

FZ The feasible distance paifN, D) at node A for T. The | I trolled inf ti
proper fraction is¥ /. ocally controlled information. _

leh  The link cost from noded to neighbor B, assumed to be Section Il presents the Split Label Routing (SLR) class of
203Itlc\‘/e and equal fto unity IfIUS'ng_ hohp count metrics. ) protocols. We show that SLR is loop-free at every instant and

* n advertisement, for examp enr} Is the sequence number [ sl . . f .
in an advertisement for destinatigf. that it is satlsflat_)Ie. Section I.II describes an |mpIem_entat|on of
#  Asolicitation, for examplesn?. is the sequence number in a SLR, called Split-label Routing P.r0t000| (SRP) using a label
solicitation for destinatiorf". Each issuer adds its own unique  set constructed from proper fractions and a sequence number.
identifier rreqid. _ _ Section IV shows that SRP is an instance of SLR. The proofs

LEy  The lasthop feasible distance for destinatib Contained show that it has correct operation even with a fixed-size label

in an advertisemenfL.F7, or in the advertisement portion of " - p ! .
a RREQ. set. Section V presents simulation results showing that SRP out
ldy The last-hop measured distance for destinafirContained performs existing protocols in terms of delivery ratio, packet
in an advertisementld?. or in the advertisement portion of
latency, and network load.
a RREQ.

ey Reset required bitT{ bit ) for solicitation # for destination
T'. Indicates that an invariant ordering violation could occur Il. SPLIT LABEL ROUTING
and the path must be reset. : ; F ; ;

O? The ordering of noded for destinationI” based on sequence We first m.tmduce tge pl;ngl[l)lis IOf Split Lar?el ROUEng .
number and feasible distance proper fraction; may also refer (SLR) assuming an unbounded labe set. In such a set, there is
to an advertisemenD, or a solicitationO . no need for path resets, however the size of the labels becomes

O The cached ordering for the # correspondingtcbased on large. In the next section, we present a specific implementation

the source andreqid.

This need for reliable communication over multiple hop

called Split-label Routing Protocol (SRP), using a fixed label

set that grows no faster than a real-time clock. Ordering in
LR is based on an ordinal set, not the hop count or measured
istance to a destination. We assume that a routing protocol

makes DUAL impractical for wireless ad hoc netWorkStgased on SLR computes a measured distance based on link

ROAM, an adaptation of DUAL to wireless networks, use , X X

a feasible distance and diffusing computation, so it hascgst.s and propagates that information as a QoS paramet'erwnh
high overhead. LDR also uses a feasible distance, but inst rggtmg advertisements, A node may use the meas_ured distance
of resetting all predecessors to maintain ordering, it us oschoose_between possible multi-paths along with any other
a destination-controlled sequence number to denote fres orS metrics. T_he procedur_es_below compute the measured
routes. In many cases, LDR can repair broken routes wi stance assuming symmetric link costs.

localized recovery based on feasible distance ordering, but. inOur work is based on maintaining vertex labels in topolog-

some cases a route request and route reply travel over out!§f order. In SLR, the vertex label séthas several special
pperties, one of which is a strict linear ordg¥, <). Similar

order nodes whose feasible distances cannot be put in-or hatural numbers. two elements must sati actly one of
In such cases, LDR requires the route request to travel all the atural numbers, two elements must satisfy exactly one o

way to the destination, which may issue a route reply wi <'rlgc?e(j: br’aOL ais>inb,toanodloalilccglbof 4 (fr ?creasgrgﬁ?rﬁflgr
a larger sequence number. The larger sequence number r se?é grap polog y

the feasible distances along the reply path to establish a new Y directed edg(ei,j_), the v_ertex Iape!s satistg, < E’ It
ordering. Is well-known that a digraph is acyclic if and only if it has a

topological order [1, p. 77]. Our definition of topological order
The feasible distance establishes an ordering in the grajghreversed from Ahuja [1], where it is defined s < £;.
Along a path{vy,...,v} from nodew, to nodew,, the In SLR, the node with the minimum label is the destination;
DUAL condition SNC [8, p. 132] maintains the invariantt is a vertex with zero out-degree in the digraph.
that fd"i-' < d¥i-t < fd" < d¥i < fd"+'. This reduces Let L be a dense, infinite ordinal set with a greatest element,
to an ordering of feasible distances. More generally — amehd a strict ordering operatat. It is convenient if the set
departing from SNC — for the set of all nodé? that are also has a smallest element, as that is a natural label for
adjacent predecessors of naddor the destinatiom,, nodev; the destination of a DAG. Let each element L, except
must satisfy(Vk € P) (fd” < fd"*) andfd"-* < fd". The the greatest, have a well-defined next-element such that
nodev;, when choosing a new successgr;, must maintain ¢ < e*. The greatest element is not the next-element of any



element. We use the symbsl to denote the greatest element. G Q e e o 0
L is clearly sufficient to label any finite DAG in topological 1 11 11 n

/1 1/1
order, because it has at least as many elements as the natural ¥* —> -~ ——~ -~ — > -~ —~ ~ o
numb?rs‘ . . 5/6 4/5 3/4 2/3 1/2 <
A simple example of such an ordinal set is the proper a5 L34y 2By 12, ol
fractions with a least elemeny; and a maximum element
1/1 [9, p. 35]. Because we will make extensive use of proper Fig. 1. Initial graph labeling

fractions in SRP, we review several of their properties. A

proper fractioryn/n is made up of two positi\/e integef;s and A flooding mechanism is described in Section Ill. We assume
n, wherem < n. The range of proper fractions is the opeithat a node only processes a given request once. As each node
interval (0,1). The inequality in Eq. 1 [9, p. 35] [11, p. 14]i relays the request, it caches the requested ordefipcas
defines how we interpolate between two elements < 7/,,. M;. It also caches the last-hop of the request, so a reply
It is known as themediant which has the same numericamay follow the reverse path of the request. Nadplaces
value as the mean numerator divided by the mean denomindfst minimum of M;, and its own label.;, in the relayed

((”;j;’))/f. Eq. 2 defines the next-element operator, which [gquest. When the destination, or some other njodeth non-

equivalent to the mediant of/,, and1/;. zero out-degree and labél; < Ly, receives the request, it
may send an advertisemestalong the reverse path of the
m_m+p _p (1) request. Nodg places its labeL; in the advertisement. Each
non+tq ¢ node; along the reverse path creates a successor route to the
(T)Jr _m+l (2) destination and relays the advertisement. Nodell relabel
n n+1 itself, generally choosing the next-elemefit*, so long as

When SLR initializes a graph, the destinatidh,may have it maintains order (Definition 1). Otherwise, nodevill split
any label for itself, except the greatest, and all other nodéwe ordering of£, and the cached\;. The advertisement
have the greatest label. The DAG Tois empty; no node has progresses until it reachés If a node receives an infeasible
a successor path t6. The initial label forT is arbitrary and advertisementq, £ £;) but has positive out-degree, it may
may be any label except the greatest. Whatever I@bfiist issue a new advertisement based on its current label.
issues for itself ide factothe minimum label. Example 1:Consider the network shown in Fig. 1 which

Because any SLR-based routing protocol maintains a sep&es the proper fraction ordinal set. NoBeissues a request
rate DAG per destination, we only consider the operation &¥r a route to destinatioff. Initially, T has the labe?/, and
such a protocol for one arbitrary destination. In an error-frgdl other nodes are unlabeled, which is equivalent to having the
DAG, only the destination has in-bound arcs and zero out/1 label. NodeE places its label in the request, which goes
degree. Due to mobility or channel conditions, however, otheep-by-hop carryingC, = 1/,. When nodeT" receives the
nodes may temporarily have positive in-degree and zero otgquest, it issues a reply with the lal&] = 0/,. When node
degree. For each destination, a nadmaintains its current A receives the reply, it splits{4 = 1/, and £, taking on
label £; and a table of successor labels. For each succes# new labelC, = 1/,. Node A issues a new advertisement
link (i, ) nodei records the advertised label pin Si. Nodei  with label £{! = £4. This process continues with each node
may then compute the maximum successor latjgl,, which ~ splitting the reply label and the cached predecessor label. The
is a strict lower bound foi’s own label. If the successor tablefinal successor graph has the topological ordefing: 2 —
is empty,Si is the least element of. 2540

We use a route error procedure similar to AODV, which In Definition 1, we state four inequalities that we show
we only outline here. If a node loses its last successor,Maintain a topological order and thus a DAG. An algorithm
transmits a route error to any and all predecessors. If a ndfiat chooses a new labgl must be specific to the ordinal
receives a data packet for a destination to which it has 86tL£, and is thus not part of the general SLR description. In
successor, it unicasts a route error message to the last-f@gtion Ill, Algorithm 1 satisfies Definition 1 for the proper
of the data packet. Route error messages do not need toffB&tion ordinal set.
reliable, because they are repeated for each such data packd€finition 1 (Maintain Order):For an advertisement«

In the following, we will assume that a request followdvith terminusk, let a nodei have a current label’; and
the path{vg,...,u} in a route computation, where node? cached ordering ;. If node: chooses new labej; < oo
v issues the request and nodg issues the reply. Node that satisfies Eqs. 3 — 6, the new lalgglis said tomaintain
vo may be the destination itself or an intermediate nod¥der in the graph.
replying on behalf of the destination. At a nodg let M; =
min{vg,...,v;+1} be the minimum predecessor label, which G, < L; (3)
is carried in the request. At nodg, let M}, beco. This value -

is cached at nodé Manifestly, M; < M. Gi <Mi )
When a nodé: requires a route to the destination, it places 'ﬁ* <G ®)
its current label in a requeg that is flooded over the network. Shas < G (6)



° e o e o ° being the most recent advertisement froro z. By Eq. 3,
o o o nodei’s label must be non-increasing with time, so the most
2/3 - 3/4 - 213 12 0/1

3/4
3/ recent advertisement is always no greater than an earlier
” " e e J advertisement. Once a predecessochooses nodé as a
23 58 » .35 12 successor, it can never decrease its own label to be less than
nodei’s label at timet, by Eq. 6. Therefore, node’s label
Fig. 2. Graph re-labeling is bound from the bottom by;(ty) < L.(t > to) so long

as xr maintains the successor link or until it receives a new
Eq. 3 ensures that the new label satisfies existing pre@gtvertisement fromi.

cessor order. Eq. 4 ensures that the advertisement relayed bxt time ¢, > ¢y, nodei changes its label. By Eq. 3, the new
nodei is feasible along the reverse path to naéd@ssuming a label G,(t,) < £;(to).

sufficiently stable network during the route calculation. Eq. 5 The timet, at which noder receives, processes, and creates
is similar to the feasibility condition SNC of DUAL andthe link (z,i) may be at any time afte, and may be after
prevents successor loops. Hop-by-hop, as long as each ngdeHowever, £;(t,) < L£.(t;) by the assumption that the

issuing x has a label less than the next node’s label, it igdvertisement sent to create linkz, i) is feasible forz.
impossible for that choice of successor to create a loop. Suchf ¢, < ¢, then £;(t2) < Li(ty), SO Li(ts) < La(ta).

an advertisement is callddasible Eq. 6 states that if a node|f ¢, > ¢,, then by Eqg. 3 and the transitivity of the partial
has existing successors, it must keep its label in-order Wiﬁlﬂderinggi(tl) < Li(t1) < Li(to). At time t;, nodei adopts

respect to them. Li(t1) + G;(t1). At time ta, Li(ta) < L;(t1), therefore
If all nodes executing SLR maintain order in their choices %i(tz) < Loy (ts). ]

labels based on advertisements, then labels are non-increasintheorem 2 (Successor Ordering)Vithout creating a loop,

with time. This is a direct result of Eq. 3. node: may accept an advertisementvith label Z,, so long

It is possible for a node to receive a feasible advertiseme ., < ;.

(Eg. 5) that does not satisfy all four inequalities. Egs. 3 —PBroof: Let node;j be the issuer of. At time ¢, it sets
have simultaneous solutions (see Theorem 4), but to satisfy all L;(to) and transmitsc. Nodei receivesx at timet, .

four a node may need to eliminate certain existing successQyg must show thatl;(t,) < L;(t1), which maintains the
to reduces;, ,, such that it is no larger thaf,. topological order of the graph, and thus nodeannot be
Example 2:To illustrate the re-labeling process, considesn nodej’s successor path. By assumptiafy, < £;(t), S0

the network established in F|g 1. At some later time, nddgs Lj (tO) < L; (tl) Because node labels are non_increasing with

G, andH appear, as shown in Fig. 2. NodEsG andH have time, £;(t,) < £;(to), S0 L;(t1) < Li(t1). |
empty successor sets, but they once knew a routé s they  Theorem 3 (Loop-freedom)f all nodes maintain order in
have node labels. NodH issues a request with Iabélﬁ = the graph7 SLR is |oop_free at every instant.

3/4. Node G cachesMq = 3/4, and issues a new requesproof: By theorems 1 — 2, each node maintains both prede-
LG = min{Lg, L] }. NodeF receivesCy = 2/3, and caches cessor and successor ordering at all times. The node labels are
it as M. It relaysC), =2/5. NodeB has a successor B, therefore in a topological order, which induces a DAG.H
butLp ¢ L%, so it cannot reply. It relays the request. Finally, The next theorem states that a solution to the path finding
node A may reply becaus& 4 < Lﬁ and A’s successor set problem always exists in SLR protocols, so long as the
is not empty. It sends an advertisement witi = £4. As network is stable during a route calculation. It is a general
in the previous example, nodds and F' relabel themselves problem of routing protocols that if the underlying network is
based on splitting the cached predecessor minimum and thenging rapidly, convergence becomes difficult or impossible.
advertised label. NodeS and H, however, satisfy Eq. 4 with Simulations show that SRP finds routes even with constant
their current labels, so no change is necessary. All nodesniobility.
Fig. 2 now have a successor pathZfoand the topological Theorem 4 (Existence)Assuming no label changes apart
orderis3 - 2 —» 2 2 1 5 9 yn truncated decimal, from those caused by a requegtand replyx, nodei may
the labels ar€0.75, .66, .625, .6, .5,0). B always find a label; that maintains order based en

Theorem 1 (Predecessor Ordering) node i choosing a Proof: We do not consider Eq. 6, because a node may trivially
new labelG, that maintains order preserves predecessor ordsatisfy it by dropping all existing successors and taking up only
ing. That is, in an existing DA@ = (U, A), nodei maintains the path induced by.

G; < L, for all nodesz where(z,i) € A. To show thatG simultaneously satisfies the other three
Proof: We show that if nodé sends an advertisement at timénequalities, we proceed by induction. Let the request path be
ty to create a predecessor litfk,:) at timet, > ty, nodei {uvg,...,vo}. Let nodevy — which does not change its label

may change its own label at any time > ¢, and maintain — issue£? < M,. For the base case, at nodg, we have
Li(t2) < L.(ts2), regardless of the sequencing faf relative £2 < M, implies £ < M; and £? < £;. Therefore, if we
to t5. can find ag, that satisfiesC? < G, < min{M, £}, we will

For a given predecessor nodeof i, node: transmitted satisfy all three inequalities. Because the ordinal set is dense,
an advertisement that established the linki) at time ¢y, such a label exists.



In the inductive step at some node we know that the wheresrc and flags are shared between the two pieces. The
advertisement issued by node- 1 satisfiesCi~! < M; ;. fieldssrc anddst are the unique node identifiers for the source
This implies£i~! < M; and£i! < £;. ThereforeG; must of the RREQ and the sought destination, respectively. The
satisfy £i~! < G, < min{M;, £;}. Because the ordinal set isrreqgid is a sequence number used to identify the RREQ. It
dense, such a label exists. B controls flooding and prevents duplicatesis the measured
distance of the RREQ packet as it travels the network, and
represents the cumulative traversed link costs. If the source

The Split-label Routing Protocol (SRP) implements ahas any information about the destination, it places the known
ordering based on a sequence number and a feasible sequence number ifistseqno and stored feasible distance in
distance proper fraction/,, constructed from the ordered pairF. Otherwise, the source sets the flait indicating it has no
F = (m,n). The composite label is denot€d = (sn,F). As stored information about the destination. SLR introduce$the
noted above, the set of proper fractions is a dense ordinal $gt.to indicate that a RREQ is no longer an advertisement for
We use Eq. 1 to split pairs of fractions and Eq. 2 to computhe source and that nodes receiving it cannot build a reverse
a next-element. path from it.

For a practical implementation, we use 32-bit unsigned If a node transmitting a RREQ has an active route to
integers form andn, which will put an upper bound on thethe source, it may advertise the route in the RREQ. In
number of times we may interpolate between two fractionhis case, the last-hop feasible distandeFﬁ and last-hop
without reductions. One observes that the mediant of twaeasured distancdd?. are set according to the rules below
proper fractions»/,, andr/, involves the summ + ¢, which for advertisements. Note thdtis not the same a&l, which
is always greater tham + p. The least upper bound on themeasures the unicast distance to the source. siagegno
number of times we may do this in a 32-bit unsigned integ&y the advertised source sequence number for the route. The
is found from the Fibonacci sequence to be 45 times. Thugetime is the maximum time a node may cache the advertised
this scheme can mask at least 45 ordering violations alongoute todst without using it.
path without requiring a sequence number increase to reset & RREP packet is tuplésrc, rreqid, dst, dstseqno, LF,
path. The maximum number of hops is in the billions. Id, lifetime, flags}, which is the same as the advertisement

Similarly to LDR [7], we use a 64-bit time-stamp sequencportion of a RREQ, except for a few field names. In a RREQ,
number. This avoids reset on reboot and avoids wrap-arowhé advertisement is for the fielsrc while in a RREP, the
problems. It avoids wrap-around because we assume a nadeertisement is for the fieldst, with a similar role reversal
will not live longer than its real-time clock can count. for the destination sequence number. The other fields are the

SRP is inherently multi-path. A node may choose to usame as in a RREQ.
one or more feasible successors, based on advertisements When a nodeA creates a routing entry for a destination
the network. We do not specify a mechanism to choose goddwith next-hopB based on advertisemenrt it storesB’s
multi-paths or ensure that they are link or node disjoint. Ardering asSﬁB « (sn%,F%). Node A maintains its own
simple implementation of SRP could use a single successabel forT in 04 « (sn#, F4). SRP also tracks per successor
chosen from the min-hop set. the measured distance to a destination as the cumulative link

SRP uses a messaging procedure similar to AODV, httst. Because the measured distance is not used in the routing
with extensive modifications to the packet fields. SRP uspegotocol for path computations, we do not discuss it further.
the route request (RREQ), route reply (RREP), route errNodeA is free to use any successor contained in the successor
(RERR) and route acknowledgment (RACK) packets fromable S4.

AODV. The RERR is the same, and we do not discuss it. Definition 2 (Route Type)A given nodel may have an
The RACK is modified to carry tharc field and the newly activeor invalid route for a destinatio. The route is invalid
introducedrreqid field from the corresponding RREP packetif the setSZ. is empty, otherwise it is active. As per AODV,
but otherwise its use is the same as in AODV. In the followingoutes time out if not used. They may also become invalid due
we only discuss the RREQ and RREP packets. to channel errors or RERR messages.

All multi-hop control packets include aAge field, similar Definition 3 (Node State)At a given nodd for destination
to OSPF [13, pp. 79ff]. A node must increase the age fGt, node I may be assignedor unassigned If I has an
queuing time and estimated link transmission time. A nodedering OF,, it is assigned. Otherwise, it is unassigned. A
must drop any control packet with an age that equals node must cache its ordering for each destination for at
exceeds the constaMELET E_PERIOD, which we take as leastDELETE_PERIOD seconds after the route becomes
60 seconds. Under certain conditions, a node may forget abiwalid, as per AODV.
its current label for a destination at&fELETE_PERIOD, Definition 4 (FD proper fraction ordering)The feasible
so it is vital that no packets remain in the network thatistance proper fraction has a strict partial orgedefined in
references the forgotten label. the normal sense for two fractions. LBt! = (m,n) and let

A RREQ has two parts. The solicitation piece is the tupBE = (p, q). The propositiorF# < FE is true if and only if
{sre, rreqid, dst, dstseqno, F, d, flags}. The advertisement mq < np. Let the notation0,1) = (0,1) and(1,1) = (1, 1).
piece is the tuplgsrc, sreseqno, 1fd, ld, lifetime, flags}, Definition 5 (Ordering Criteria (OC)):The set

IIl. SPLIT-LABEL ROUTING PROTOCOL



O = (sn,F) has a strict partial ordering-. For two T. Ifitis, A should queue the packet that requires the route.
instancesO# and OZ, the proposition04 = O is true if If A is not active forT, it becomes active and increments

and only if one of the following holds: its rreqid. Let ID 4 be the incremented identified issues
" B a solicitation forT" identified by (A, ID 4) and starts a timer

snyp < snyp (M) with expiry t = 2 - ttl - latency, wherettl is the time-to-live
sng = snB A\FE < F4 (8) of the broadcast flood antlitency is the estimated per-hop

] ~latency of the network. If the timer expired, may retry the
An unassigned node may be thought to have the maximicitation and increase thel based on network policies. If
ordering(0, (1,1)). An ordering(sn, (m,n)) is called finite if  after the final attemptd does not find a route @, A should
™/, < 1. The minimum functiomnin{O#, OF} returnsOF  inform the packet origins of the failure and drop the queued
if 04 = OB or 04 otherwise. packets.

O » Of reads as “B is a feasible in-order successor for |t 4 js assigned fof", A should populate the sequence num-
A to destination T." The sequence number follows a reversggd; and feasible distance fields of the solicitation. Otherwise,
sense of increasing order than the feasible distance. A highgkets theU bit to indicate these fields are unknown.
sequence number implies a fresher route to the destination angygcedure 2 (Relay Solicitation)a node B that receives
supersedes all routes with lower sequence number. a solicitation(A, ID 4) for destinationT" firsts checks to see

Definition 6 (Ordering Addition):For some proper fraction if it is passive for(A, ID ). If it is not passive, it silently
»/, and finite orderingO# = (sn#,(m,n)), the notation ignores the solicitation. If it is passive, it becomes engaged.
Of +r/, is defined as(sn#, (m + p,n + q)). Clearly, if |f B satisfies SDC, it may issue an advertisement For
m/n <Py, thenOf + 2/, = Of. Otherwise,B relays the solicitation as constrained by tie

Definition 7 (Node Initialization):When a noded initial- et the last hop be nod€ (possibly equal to4) and let
izes, it setsO4 « (sn4,(0,1)). sni is a new non-zero the new solicitation be denoted by Node B must cache
sequence number, as described above. For every other ntPQBtupIe{A, ID g, @#, C'} for a sufficient period of time
B, A'is considered to havé®y « (0,(1,1)), but that value sych that all instances @4, ID ) have left the network and

does not need to be stored. any advertisements in response(tb, ID 4) have had time to
When applied to a route advertisemefi; means the order- complete.

ing (sn%, LF7}). TheLF is carried in all RREP packets and in

the advertisement portion of RREQ packets. For a solicitation, dp dé# + leg _ ] ©)
O# means the ordering of the requédstseqno, F). If the ((0,(1,1)) if # and B unassigned
U bit is set in #, then the solicitation is considered unassigned ol 08 if snf > Snﬁ (10)
for T'. T < min{OB, 0%} if snB = sni:

The destinatiorf” may respond to any solicitation for itself. L (’)# otherwise
Node T is always in-order for any other node because its (0 if # and B unassigned
stored sequence number can never be less than what is known 0 it snB > sntt
in the network and its feasible distance fraction to itself is the rriT <91 ot ;OB 7i? overflow(ll)
minimum fraction. IfT" responds to a solicitation with the reset " r7 T
required bit set, it must ensure that the advertisement has a T otherwise

larger sequence number than requested. An intermediate nodeq. 10 ensures that the label of the relayed solicitation has
may send a route advertisement on behalfoff it satisfies the minimum label ofB and#. It corresponds to relaying the
the Start Distance Condition. minimal label in SLR.

Condition 1 (Start Distance Condition (SDC)Node I Eq. 11 controls the path-reset request mechanism. The first
may initiate an advertisement for a solicitation # for and second conditions set (or reset) Thait to zero. If the
destination7T' if I has an active route td’, and either request and relay node are unassigned, there is no need to
of the following conditions is satisfiedsnf, > sn¥ or request a path reset; any non-zero sequence number suffices.
(’)# = OL A —wr# If the relay node’s cached sequence numberifas greater

As per LDR [7], a node may bactive passive or engaged than the requested sequence number, ddeay reset thé
for a routing computation identified by the pair (sourceyit becauseB has increased the requested sequence number by
rregid). The RREQ ID is a source-specific sequence numbEg. 10. Any advertisement sent in response to the solicitation
used to control the flooding of a RREQ. When a node initiatégnctions as a path reset. The third condition demands a
a RREQ, it becomes active. When a node relays a RREQpdéth reset if the relay node is out-of-order and the feasible
becomes engaged. Only a passive node may be come activdistance fraction it would overflow with another split. Let
engaged per (source, rreqid). When a node becomes enga@ed— (m,n) and letFZ = (p,q). If n + ¢ overflows a 32-bit
it must cache the tupléi, ID;, O#,lasthop} so replies may unsigned number, theB must set thd bit . The sumn+q is
follow the reverse path. an estimate of the reply ordering. The fourth condition reflects

Procedure 1 (Initiate Solicitation)A node A that requires that the relay node is in-order and can pass the requésted
a route for destinatiof” first checks to see if it is active for bit as is.



Algorithm 1:
NEWORDER(O4, C4, O%)

node does not have an active route to the destination (because
it could not update its routing table based on an infeasible

1) LetCyt = (sn®, (m,n)) and O} = (sn%, (p, ) advertisement), the node must not relay the advertisement. If
(2 g7+ (0,(1,1)) the advertisement is a RREQ packet, the relay node will set the
(3) if sng <snf N bit to indicate the RREQ is no longer an advertisement for
(4) if sn” < sn¥ the source, but will still relay the packet per the Procedure 2.
(5) G « OF +1/1 The N bit is not part of the current AODV specification. If the
(6) else if n 4 ¢ does not overflow node replying to the RREQ does not have a reverse path, it will
(7) G7 + (snf, (m+p,n+q)) set the new correspondifgbit in the RREP indicating such.

(8)  elseif snp = snj When the source receives a RREP with téit set, it may

(9) if ¢t>- 07 send a unicast RREQ probe along its forward path with the
(10) g%f— 0% D bit set, which forces the RREQ to travel to the destination.
(11) else if n + ¢ does not overflow The source should increase its sequence number to ensure that
(12) Gy (s, (m +p,n + ‘I)) the reverse path is built. Nodes otherwise should not increase
(13) Eliminate anyi € S7* whereGy i S7,. their sequence number when issuing a RREQ.

(14) return G Procedure 4 (Relay Advertisementf: node A is not the

terminus of the advertisement (e.g., the source address in a
RREP), and it has an active route to destinatiBrthat is
A relay node B records the ordering of a solicitation.feasible forc:, nodeA should issue a new advertisement for
The cached ordering ot is denoted asC/’, where the T upon receipt of an advertisement for the destination. Node
advertisementx contains the(source, rreqid) pair used t0 4 may create or update its own routing table by Procedure 3
index in to the RREQ cache. This is equivalent to the minimuqbon receiving an advertisement, and uses its RREQ cache
predecessor orde¥ of SLR, but is indexed per solicitation. 1o ensure that it does not forward more than one reply per
As solicitations and advertisements progress through tiurce, rreqid) pair. Let the new advertisement be denoted
network, it might happen that a relay node has lower orderifg 1, then o‘r +~ 04 and dT — d3.
than is contained in the relayed packet. For advertisements,
the relay node must discard the advertisement and issue a new IV. ANALYSIS
advertisement, if possible. It may be that the relay node hasye show that SRP is an instance of SLR. To do so, we
a lower label, but an invalid route, in which case it cann@hust show that the ordinal s& meets the criteria of. and
issue a new advertisement. For solicitations, the relay nogigit the choice of new node labels by Algorithm 1 maintain
strengthens the relayed packet, as per Procedure 2. order. Because the orderin@ is finite in F, it is possible
Procedure 3 (Set Route)}Vhen a nodeA receives a fea- that the implementation will not successfully terminate a
sible advertisement from B for destination7” with order- route calculation. We show that when it fails to successfully
ing OF, it must compute a new ordering; for itself by terminate, it does so without creating loops.
Algonthm 1 If G# is finite, node A setsO4 <« G# and  We consider advertisements sent in response to solicitations.
dft < d¥ + lejy; otherwiseA must drop the advert|sement IfAdvertisements sent in RREQ packets are loop-free because
A accepts the route offered by, it must cache the orderingthey must satisfy the same routing invariants as advertisements
in it successor tableSTB < O3 and computeST maz <IN RREPS, but they are not guaranteed to build paths over the
max{S }. entire network. Because they do not need to satisfy a specific
For advertisements in a RREQ or Hello packet, which dequest, nodes are free to ignore Eq. 4. This means that for
not have a cached?, or if A is the terminus of a RREP a RREQ advertisement, a node keeps its existing label, or
advertisement, usé « (0, (1,1)) in Algorithm 1. decreases it to the limits of Egs. 5 and 6 as desired.
If a node is the terminus of an advertisement and the Theorem 5:The orderingO4# = (sn#,F4) satisfies the
denominator of the feasible distance fraction exceeds a certaimditions ofL.
thresholdM AX_DENOM, the node should request a patliProof: The requirements foL is that it be dense, infinite,
reset. To request a reset, the node transmits a unicast RRE a greatest element, a strict partial orderand a next-
along the forward path with th® bit set. This forces the element operato) has a greatest elemeft, (1,1)). It has
RREQ to travel along the unicast path to the destination whiehstrict partial order- (Definition 5). The next-element may
issues a RREP with a larger sequence number. Each nbdetaken ag) +1/;.
along the RREP path may set its distancexd+ 1/,. The To show thatO is dense, consider two distinct orderings
exact value ofM AX_DENOM is not important, as long as 04 = (sn?, (m,n)) and OF = (sn?, (p,q)), and letO* ~
it is large enough to not happen often and small enough &°. We assume that the numerators and denominators of
prevent overflow. We use a value of one billion. the proper fraction are not bounded by 32-bit precision. In
If a node has an active route to the destination of an adveases where there is overflow, SRP either asks for a path
tisement and is not itself the terminus of the advertisemengset or terminates without adding a successor path. We show
the node should issue a new advertisement for the route. If the construction that there always exists a distinct ordering



0% = (sn%,(r,t)) such thato4 = O = OB. If 04 and
OB have distinct sequence numbers, @t < OF +1/,. If

snt = snB, then 1etO” « (sn, (m +p,n + q)). | [protocol | deliv. ratio | netload | latency (sec)]
We now show that node labels chosen via Algorithm 1 either SRP | 0.830+0.010 | 0.905£0.105 | 0.927 == 0.084
Lo ; : LDR | 0.766 & 0.010 | 4.364 +0.212 | 1.172 +0.142
ma_mtaln order, as per Eqs. 3 - 6, or return an infeasible results AODV | 0741 £ 0.042 | 4.996 +1.062 | 2.769 & 0.416
which prevents a new link begin added to the successor graph.] psr | 0.500 +0.129 | 5.394 + 2.447 | 5.725 & 2.370
In both cases, the successor graph remains in topological order._OLSR | 0.710 +£0.013 | 4.728 +0.198 | 0.781 &+ 0.047

TABLE |

PERFORMANCE AVERAGE OVER ALL PAUSE TIMES

and loop-free.
Lemma 1:At a nodeA, for a finite choice ofG# based on Egs. 3 — 4. The other precondition of this case thét = s,
an advertisemen, it is always correct to usen?.. makes the solution equivalent to case IIl. [ ]
Proof: As in Algorithm 1, letC4 = (sn, (m,n)) and let Thgorem 7:Solicitations apd advertisements in SLR do not
% = (sn%, (p,q)). NodeA's ordering isO# = (sn, (r,s)). 100p if there are no node failures.
We must show that for a feasible advertisemebpth sns < Proof: For a given calculation(4, D 4), a node may be
snk and snC < snk. passive, engaged, or active. A node enters any calculation at

Because the advertisement is feasibledatO? = O* most once. Therefore, the propagation graph of the calculation
which implies sné < sn. r " forms a tree. By using the cached information at engaged

As was shown in Theorem 4. a feasible advertisement \A}ﬂpdes, advertisements for the calculation follow paths only

satisfy both the current node’s label and its predecessor’s lallk he calculatl_on tree. e
f a node unicasts a solicitation, it is guaranteed to not flow

along the reverse path because the advertisement was bas | £ 1h derlvi ting tabl tains |
on the minimum label along the path. S&¢ < sn%. N a loop, even It tne underlying routing table contains 100ps.
) . This is because nodes enter the engaged or active states at most
Theorem 6:1n an ordered graph, a new ordering COmpmec?nce er computation, regardless of the unicast or broadcast
by Algorithm 1 at nodeA for destinationI” in response to an b P » €9

. . L nature of the solicitation. Thus, thE bit does not affect the
advertisement either maintains order or returns the unorderelga

. ; op-freedom of control packets. |
result (0, (1, 1)), which forces Procedure 3 to ignose . If a node fails, it is possible that RREQ and thus RREP
Proof: From Lemma 1, we see there are two conditions f

; . A Wackets could loop. This is because a relay node may forget
Algorithm 1, which we call Fact 1 and Fact 225 > O

" N [ that it is engaged for a computation and become engaged in
(Fact 1) andCy® » O7 (Fact 2). We show that in each Ofyne computation multiple times, but no more than once per

the five cases where the algorithm assignshat assignment ¢ ,re Because RREQ and RREP packets are subject to time-
maintains order considering the conditions necessary for “i’@-tiive

must show that in each cas@,satisfies Egs. 3 — 4. dropped. Such loops cannot create routing-table loops.
Case I: Line 2. There are two conditions that return this

value. If sn4t > sn%, the value is returned, but this contradicts 400
the assumption thatis feasible at4, so this case never occurs.
The second condition is ¥n” = sn% andn + ¢ overflows. In
such a case, we cannot compute a valid node label and must
discard the advertisement. It is correct to return the infinite
ordering(0, (1, 1)).
Case II: Line 5. The precondition thab4 < sn%. implies
that any orderingt = (sn%, (z,y)) is in-order for A, so
in particular O = O% + 1/;, which satisfies Eq. 3. The wor
preconditionsn® < sn% likewise implies that# = O%+1/4, 50,
which satisfies Eg. 4. i
Case lll: Line 7. As in Case Il, anft' = (sn},(z,y))
satisfies Eq. 3. By Fact 2 and the precondition for this case
thatsn® = sn%, we may find anyg such thaC2 ~ G = O%,
where all three only vary in the feasible distance fraction. This
further implies that/, < m/,, soG « O + m/, is such
a choice. It maintains the ordering/,, < ’T’ZT*g’ < r/, and
satisfies Eq. 4. We present simulation results of uni-path SRP done in
Case IV: Line 10. By the precondition of this case thatloMoSim [2]. We compare the performance to AODV, DSR,
C{ = 04, the choiceg «+ 04 trivially satisfies Eqs. 3 — 4. LDR, and OLSR [3].
Case V: Line 12. The preconditions of this case imply that Like other ad hoc routing protocols, SRP uses several
04 = C#, so anyG that satisfie€st = G = O% will satisfy heuristics to improve performance in simulated network
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topologies. SRP, along with AODV, DSR, and LDR, usedifferent topologies, traffic endpoints, and random number
link-layer unicast loss detection, without hello packets. Ogeeds. For each of the 10 trials, we fix the topology and
implementation uses a packet cache, similar to DSR. Wheaffic pattern using off-line generated mobility and packet
the link layer reports a packet loss, the routing protocol wifeneration scripts. This means that when we compare, for
break that next hop and seek a new path, resending thstance, AODV and SRP in a given trial, they both have
dropped packet. DSR in simulation also uses a packet cathe same node mobility and traffic demands. Performance
(salvaging). AODV uses local repair. We found that undatifferences should be due entirely to how the routing protocol
high load, RREQ packets need to travel several hops befareates overhead and regulates data traffic.

allowing a node to reply. This avoids “false positive” RREPs. We present three metrics. The delivery ratio is the total

When ‘:" node send; a RRE,Q’ it lies about its ordgrmg. Mjmber of CBR packets received divided by the total number
a node’s true ordering ip/q, it sets the RREQ orderln'g © st cBR packets transmitted. The network load is the total
(p=1)/(q—1).1f p=1, the node sets the RREQ ordering tQ,, o of control packets sent divided by the number of
(p*k—1)/(q*k~1), where we used = 10000 in simulation. - cpp - hackets received. The latency is the mean end-to-end
Our simulation parameters generally follow those in [16]ife time in seconds per CBR packet in the network. Each
We use an 802.11 MAC layer on a 2200m x 600m terraihata point represents the average of 10 trials. Below, when
with 100-nodes and 30 CBR traffic flows. This is the higheste say two measurements are identical, we mean they are
traffic rate modelled in [16]. Each CBR packet is 512 bytestatistically identical and have overlapping 95% confidence
and the flows send 4pps, totaling 120pps, or just over 48Qervals. Likewise, when we say something is better or worse,
kbps network-wide. The channel is 2 Mbps. Each flow lastge mean it is so with disjoint 95% confidence intervals. In
for a mean of 60 seconds taken from an exponential variatiee figures, vertical bars show the 95% confidence interval. In
At the beginning of each flow, a random source and sink Table I, we show the 95% confidence interval of the averages
chosen, and the simulation maintains 30 simultaneous flowser all pause times.
To model mob|l_|ty, nodes move between_o m/s and 20 m_/s In aFig 4 shows the delivery ratio of each protocol. AODV and
random-waypoint pattern_ W'th 8 pause t|m(_as. A pause time BfLSR average around a 73% delivery ratio at this offered load.
900s represer)t_s no mobility and a pause time of Os represgiiy averages around 77%. It is statistically identical to OLSR
constant mobility. at low mobility and slightly better at high mobility. SRP has
Each data point represents the average of 10 trials owehigher delivery ratio that the other protocols at almost all



times. Looking at Table |, we see that overall, SRP has an 88tegers, withm < n, including a zero element and one

(%) higher delivery ratio than LDR, a 12% higher raticelement.

than AODV, and a 17% higher ratio than OLSR. Results from simulation experiments illustrate that SRP
In our simulations, DSR exhibits poor performance witlputperforms other state-of-the-art protocols at high load. SRP

node mobility. At lower loads than 100-nodes, 30-flows, thieas better delivery ratio and much lower network load than

performance of DSR is better and generally comparable withher protocols. Its packet latency is almost as good as OLSR,

OLSR or AODV. However, at this high load, DSR suffers @& pro-active routing protocol for wireless networks.

deep performance drop with mobility. Fig. 3 shows the numberOur description of SRP does not incorporate fraction reduc-

of MAC layer drops per node. We see that DSR has a vetipns. We would like to find a method to interpolate relatively

high MAC layer drop rate, and that it is inversely proportiongirime proper fractions that yields a relatively prime proper

to the delivery rate. We are not sure why this happens, but thigction. Our current research is developing methods based on

effect is seen in both GloMoSim and Qualnet [18]. walking a Farey tree [12]. Another open area is how to choose
Fig. 5 shows the network load. In this semi-log graph, SRgeod multipaths to maximize link or vertex disjointness.

has a much lower load than the other protocols. SRPOtas

(22) the load of LDR,0.19 the load of OLSR, and.18 the _ _ _
load of AODV. A savings of over 80%. This work was supported in part by the U.S. Air Force/OSR

yider grant No. F49620-00-1-0330, and by the Baskin Chair
Computer Engineering at the University of California at
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